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Abstract: Computerizedaccounting syster in recent years have seen an increase in compléué to the
competitive economi@nvironmer but with the help of data analysis solutions sasftOLAP and Data
Mining can be a multidimensiondhtz analysis, can detect the fraud and can disckwewledge¢ hidden in
data, ensuring such informationusefu for decision making within the organization. Irefiterature there
are many definitions fodata minin¢ but all boils down to same idea: the process takaseto extrac new
information from large dataollections, information without the aid of data mining tookould be very
difficult to obtain. Informationobtained b data mining process has the advantagedhbt respon to the
question of what happens haitthe san time argue and show why certain things are hapgelm this paper
we wish to present advancéechnique for analysis and exploitation of data stored imaltidimensione
database.
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1. Introduction

In the current global economihe performanc of an organization is ensureshd at the san time,
conditional onthe quality of decisior taken by its manager. Making the right choibased o a lot of
data but also a complex procedanalysi: and synthesis thereof.

Necessary informatioto support decisic may be obtained because of a powecfuinputer syste,
by which data is presenteglickly, synthetic and relevant but also to provigigportunities fc
complex analysis and sorpeediction:

In analyzing the overall efficienayf an enterprise is very important informatigsuch a quantity and
quality of existing accounts ithe syster at a time of economic enterprigaeferablyat levels from
becoming more analyticg|Crecari, 2000

The decision is the result of conscious choice of activitigeaions and enga in this action, which
usually involves the allocation oésource. The decision resulting from the processifignformation
and knowledge, and belongs tgersol or a group of people who hatlee necessary author and
responsible for the efficient usé resource in some given situation. (Filip, 2005)
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In these circumstances, and computerized accousyisigms have grown in complexity but with the
help of data analysis solutions such as OLAP ang IBning can be a multidimensional analysis of
financial data - accounting, it can detect possitdeid and can discover knowledge hidden in data,
trends can be established for certain indicattuss £nsuring useful information for decision making
within the organization.

Manager, with financial and accounting informatiprocessed in a manner appropriate to its own
needs, has the option to make an evaluation anchdaeffectively the resources available to the
company (we refer to financial, human and material)meet its objectives and strategies set to
medium term business development company.

For this, the financial manager has provided a rarmbtools such as:

- financial and accounting statements submitted amdessed in accordance with internal
reporting requirements, such as income statemasit, tow, financial statement;

- analysis of the income, expenses and profits;

- determining the minimum threshold of profitability;

- analysis of receipts and payments.

EF Codd, considered the father of relational databasaid in 1993 that "the company's ability to
compete successfully and thrive is directly cotelavith the effectiveness of its OLAP capability."”

2. Data Mining

The Data Mining means the extraction process wtikbs place in the knowledge database based on
some information requirements and to validate tifierination obtained. This is the approach that has
been accepted more and more lately.

Date mining became known in the '90s, when speasfrdpta mining or mining the data "in many
environments, whether it is academic whether thsinass.

In 1997 Pregibon - Research Scientist Google Isays that "Data mining is a mixture of Statistics,
IA (Intelligence Artificial) and database resear¢Rtegibon, Data Mining, Statistical Computing and
Graphics Newsletter, 7, p.8, 1997).

The literature abounds with definitions of the agmicof data mining. Han and Kamber, in his book
"Data Mining - Concepts and Technique" from 200@gast the following definition "a lot of
techniques that can be used to extract valuabtenrdtion and knowledge from massive volumes of
data.”

Gray and Watson believe that "data mining allowalysis and store managers to find the answers to
company data, which they have not even asked

The Knowledge Discovery System that can work omrgd database system is called Knowledge
Discovery in Databases System - KDD.

Between KDD (Knowledge Discovery in Databases) dta Mining there are authors who
differentiation (such as Fayyad). (Fayyad, et dl896) Data mining systems are seen as a query
technology, which involves the discovery and exiosc of patterns, trends in the data using
algorithms. Systems of knowledge discovery in dagal it involves the entire process of discovering

! Gray P. H.J. Watson (1996he new DSS OLAP, MDD and: Data Warehouses, KDD
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useful knowledge from data and besides we canlsgtyData Mining includes: problem definition,
data collection and data interpretation.

It often happens that data mining is associatech:.w8QL queries, data retrieval, analysis of

multidimensional database systems using OLAP taelsorts and graphs used for presenting data,
traditional statistical data processing. This isduse the combination of data mining, many times it
happens to be used with traditional techniquesiefyor data analysis.

Although the above techniques are used togethethgg do not realize the same thing. Data
analysis techniques and views have as main obgetti verification of hypotheses, while
data mining is to obtain answers to questions‘NKeat are the main causes that generate
this phenomenon?dr “How | get some results?
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At the organizational level can identify three lswehere data mining is done as follows:

e Application Level involves the use of one or more strategies arduaed in decision
making level;

* The operationsat this level using one or more technical leaekl use information;

e The techniques and strategigavolves the use of specific data mining toolseiiract
knowledge from data.
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3. The Process of Data Mining
The process of data mining is a process that imggoing through the following successive steps:

1. Data collection and preparation process follow urgteng analysisData to be used in data mining
process may have several sources: text files, dgineats, file type (Excel), relational databasat d
warehouses. After collection, they are subject tdeaning process to be used in the analy3ida
analysis or application of an algorithm or a methofidata mining.In order to analyze the data,
choice of data mining methods should be taken &doount: the type of learning (supervised or
unsupervised) that existing cases be used to cmtdtre model and will be used to model testing
Which attributes will be used for analysis.

3. The interpretation algorithm resultsutput is to examine the data mining tools to sssehether
the knowledge obtained is useful or not. If theadabtained satisfactory then the process of data
mining be resumed based on new attributes and caisme

4. Usingthe results of thanalysis proces® address new problems.

4. Strategies of Data Mining

Using a strategy of data mining approach defineslation to solve a problem. Any technique used
for data mining uses a strategy. Data mining sjiaseare divided according to year two major
categories of learning methods:

- supervised strategies;
- unsupervised strategies.

With supervised learning models are made basedout iattributes to predict the output attributes.
Output attributes as the wear and dependent vaegdi#cause their value is influenced byamount one
or more input attributes. In turn, the input atités is called the independent variables. In practve
encounter supervised learning algorithm using onemore attributes of the output (dependent
variable).

Where we unsupervised learning in the model typéates are not found output, so all attributet wi
be of type input, independent variables.

INPUT — OUTPUT
R Data mining R
g algorithm g
Independent Dependent
variable: variable:

Figure 2: Supervised data mining algorithm
(Sandu, 2009)
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Figure 3: Strategiesfor Data Mining

4.1. Strategies Supervised Data Mining
1. Classification

In the literature this strategy is known as theegatization. Classification is regarded as the most
common and easiest to understa@thssification process is based on four fundamesdaiponents
(Gorunescu, 2006):

» Class (dependent variable model) is a categorical vagiabample classestyocardial
infarction, class of stars (galaxies), the class of an eaatke (hurricane), etc.

= The predictors (independent variables of the model) are givenctieracteristics of the data
subject classification process. Examples of predsctsmoking, blood pressure, satellite images,
geological records specific season, Loctite prodhegphenomenon, etc.

= The set of training (learning) - Training Data Set: dataset is givgnvhlues containing the
first two components, the model being used to ifietihe appropriate grade on the grounds of the
predictors. Examples include: the group of patieletsted for heart attack, earthquake research
database containing images and telescopic tracking.

= Testing data set — in composition to enter new déthbe subject classification model
previously designed and thus can determine the hpadlormance (classification accuracy).

Models were constructed by the algorithm can thended to classify new cases.
Several types of situations you can use the cleasn problem:
- Profiling a person considered "successful”;

- Establish carateristicilor under which people whawén suffered a myocardial infarction to be
distinguished from those who have not sufferedathegtack;

- Develop a profile that can help us to differentibegween men and women suffering from
heart disease;
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- Establish geographical areas at risk for an eastkeju

Classification, and strategy data mining, is usedralyze the current behavior and not to the éutur
For example, if realized a financial model for ngia car, then this strategy may help determine
whether the buyer has low or high credit risk nowd aot in the future. In order to determine future
behavior predictive models are used.

The category most commonly used methods for claasiifin can include:
- classification trees / decision;
- statistical analysis;
- neural networks;
- Bayesian classifiers;
- genetic algorithms;
- classifiers based on rules
2. Quote

The main objective of the estimate, as for thesii@stion is to determine the output value of an
unknown attribute (dependent variable). Like thifedénce between the two strategies can estimate
states that the output is numerical attributes |evttie classification, as described above, output i
categorical attributes.

Examples of situations where it can be used fomesion:
- estimate the probability that a person sufferitgart attack;
- estimate of income a person owning a second car;
- estimate the probability that a bank card and isigal

A significant category of data mining techniques ased to solve problems of classification and
estimation, but are not able to solve both simelbarsly. Where existing data mining tool supports
only one strategy over the other, the situationlmamesolved so that the problem can be solvedjusin
existing techniques. It appeals to transform caiegbattributes numeric attributes, or vice vebya
converting numerical attributes categorical attigsu

3. Forecast

The first two strategies presented, classificatind estimation, are currently used to predict bienav
while the third strategy, the forecast is useddiineate future behavior. This is the major diffexen
between the three supervised learning strategiethel case of a forecast model output attributes ca
be categorical or numerical.

For example, prediction strategy can be used terchéhe whether telephone subscribers from a firm
plan to change service provider in the next period.

In practice, many data mining techniques are uppdopriately for classification and estimation, may
be suitable for estimation. Choice model to be usetrectly for classification, estimation or
prediction is given by nature to be subject to @detalysis process.
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4.2. Unsupervised data mining strategies
1. Non-supervised clustering

Clustering is the method of dividing a dataset gaweral parts (clusters). If non-supervised chusge
dependent variable does not meet a target to balmihg. Knowledge structure learning program is
designed by reference to the cluster quality mefioc the division comments in one or more clusters
At the beginning of learning the number of clustersknown as clustering to identify conceptual
structures in data.

Clustering is used when you want:
- determining outlier data (data of abnormal cases);
- evaluating the results of a supervised learningehod
- establish meaningful set of attributes used foestiped learning

Clustering technique helps determine where abnodaia, cases are known as outlier. Non-statistical
techniques of data mining to identify abnormal sasdile the applications used for data mining
statistical data exclude these abnormalities inddia set. For example, identifying outlier data ar
used to determine whether a credit card is fraudkyl@sed or not.

2. Analysis shopping basket

With shopping basket analysis can discover nontimturelationship between the products are sold.
Following this analysis, the results obtained, theder can make better decisions in terms of
promotional campaigns, presentation of productgaimous catalogs and offers strategy by which to
present their products on the shelves.

5. Conclusions

Using data mining analysis to obtain new knowledgtout the need for human intervention.
Practical data mining analysis are focused on igmogery of new knowledge from data.

Information obtained by using data mining techngjteebe valid. The accuracy and completeness are
the two characteristics of the underlying validfythe data. This information should not only bé&d/a
and the data mining process itself.

Another feature of the information obtained by gsilata mining techniques is operationality, is Hase
on information obtained, the organization can startous actions to ensure a number of advantages.
It happens that in many cases, the results of Maiang techniques are not very easy to apply. With
data mining techniques to historical data and fweeess it may happen that the results may not be
current.
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