THE SEQUENCE OPERATION
IN PRODUCTION FLOWS

Prof.univ.dr. Catalin Angelo loan,
Danubius University, Economical Sciences Faculty

The sequence operation in production flows appeatise usual practice for the installations
waiting time decreasing when a lot of pieces usestime technology line in the same direction.

Let two installations Yand U who process n pieces,P.,P, (n=2) in the same order (first;U
and after |J). We shall consider that,land U are available from the process beginning and the
waiting time to come in execution for,ldoes not implies other prices. In addition we Isbappose
that the pieces do not have a finish ending date.

Let note with } the processing time of the j-th piece on theingtallation.

The problem consists in a determination of the ggegxecution beginning order such that the
waiting time of the installation 4to be minimum.

Let the matrix T={)UIM.n(R) of the time processing. The classical algorittonsists in the
following steps:

Step 1 We choose the least element on the first Towg will give us the first piece who will come i
execution.

Step 2 We cut the previous column and we chooske#st element on the second row. This will give
us the last piece who will come in execution.

Step 3 We cut the previous column and we go agatheafirst step. After this we will obtain the
second piece who will come in execution, and aftergo again at the second step and we find the
penultimate piece and so on.

The algorithm will continue till we shall finishldhe pieces.

Example

Let two installations Yand U who process six pieces,P.,Ps in the same order (first{tand
after U). We shall consider that;land U are available from the process beginning and thaiting
time to come in execution for,l4loes not implies other prices. In addition we Isbiappose that the
pieces do not have a finish ending date. We cathgeexecution times in the following table:
Installation /Piece B |P, | Py | Py | Ps | P
U, 16 | 27| 12| 4 22| 33
U, 10 |15 ] 2 10| 11| 24
For the beginning we choose the piegbdtause the element 4 is the lowest from theréivet
After we cut the corresponding column, we obtain:

Installation/Piece PR |P, |P;s | Ps | Pg
U, 16 | 27 | 12| 22| 33
U, 10 | 15| 2 11| 24

The least element in the second row is 2, therafmdast piece will bef
In the first row of the table:

Installation/Piece P |P, |Ps | Pg
U, 16 | 27 | 22| 33
U, 10 | 15| 11| 24

we find that the least element in the first rovi& therefore the second piece is P
In the second row of the table:

Installation/Piece B |Ps | Ps
U, 27 | 22 | 33
U, 15 | 11 | 24

we find that the least element in the second ro¥d jgherefore the fifth piece is.P
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In the first row of the remaining table:

Installation/Piece B | Ps
U, 27 | 33
U, 15 | 24

we find that the least element in the first rov2Ts therefore the third piece is &d finally the fourth
piece is the remainingsP

The order of execution is therefore:
P4,P1, P2, P, Ps,Ps

The Gantt diagram illustrates the execution oode! pieces:

P, P Py Ps Ps P;
U, 16 5 33 23 1z
S IS P VR R A ™

S 14 P LB B Ps Py
Fig.1

The total waiting time for Wis the sum of the lower quantities in the figurand is therefore:
6+17+18=41.

The total time of the process is 4+16+27+33+222£246.

If the process is cycling we can see that atitiisHf of execution, the piecg ®Rill wait only 1

time unit till it will be process again on,U
We shall try in what follows to find all solutioms this problem to see if the method presented

above is optimal.

1 2 ... n
Let consider a permutaticm{ ) ) j [0S, — the group of permutation of n elements
[ PO

and an order of pieces indexeddyPR ,P_,....B .
Let the table of execution times:

Installation /Piece P P |.. P |.. P

1 2 k n
U, dy |G |- [ | e | i
U, di12 i |- | dio] - | D

We define ga,...,0=0 - the pauses before entering in executionRfR ,....B on the

installation . We have obviously:
o= dill (from the beginning of the process)

gZ:maX(dill + dizl- di12 -glvo)
g=max(d,, +d, ,+d,;-d;,-d; ,-0:-0:,0)

K k-1 k-1
gkzmax(z dipl - Zdipz - ng ,0)
p=1 p=1 p=1

n n-1 n-1
gn:max(zdipl - dip2 —2.9,.0)
= = =
k k-1
If we note:B, ; =>d, ,~>d, , we have:
= b1

0= B.

I
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g=max(B; ;, -61,0)
gs=max(B;; ;, -01-9.,0)

12

k-1
g=max(8, ;, ~>.9,.0)
p=1

n-1
g=max(B, ; —>.9,.0)
p=1

n
The objective function is z=minX: Oy )-
k=2
. : : 1 n ”
The algorithm will compute for all permutatiors=| . . . |0S, the quantities
P PO
Ou,---,0n and after the values of z.
For the example presented above we have the oRdeP;, P, P, P, P; and the Gantt

diagram is the following:

Py P, . P, Py Ps P
U, 33 16 27 4 22 12
U, " 24 10, y 15 10y 11 y2
P, P9 B P, I P 1P
Fig.2

The total waiting time for blis the sum of the lower quantities in the figurantl is therefore:
9+1+1=11.

The total time of the process is 33+16+27+4+222t246 the same like in the previous
method.

If the process is cycling we can see that at thisHiof execution, the pieceg Rill wait 31
time unit till it will be process again on,U

After this example we can see that if we analys¢hal permutations the total time seems to
remain constant, but the waiting time for the secostallation descrease very much. If the process
cycle the total time in the first case is lowerrthie the second case presented upper, but if we ralhd
the permutations we can find also a better chdickeed, after all permutations, we find the follogi
order: R,P,,P;,P,,Ps,Ps and after the finish of the processhe piecavi? not wait any moment. After
the second iteration we shall find that the totalting time is: 17+11+22+16-24=42 and in the first
method 43.

P, P, P P41 Py B
Ul' 16 27 12 \4 22 33
U, y 0 T y 15 N 10 T 4 11 Jrereeesseneeeses e \ 24 |
R T B KBE U E 22 Ps
Fig.3
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